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a b s t r a c t

An unstructured finite-volume method for direct and large-eddy simulations of scalar
transport in complex geometries is presented and investigated. The numerical technique
is based on a three-level fully implicit time advancement scheme and central spatial inter-
polation operators. The scalar variable at cell faces is obtained by a symmetric central
interpolation scheme, which is formally first-order accurate, or by further employing a
high-order correction term which leads to formal second-order accuracy irrespective of
the underlying grid. In this framework, deferred-correction and slope-limiter techniques
are introduced in order to avoid numerical instabilities in the resulting algebraic transport
equation. The accuracy and robustness of the code are initially evaluated by means of basic
numerical experiments where the flow field is assigned a priori. A direct numerical simu-
lation of turbulent scalar transport in a channel flow is finally performed to validate the
numerical technique against a numerical dataset established by a spectral method. In spite
of the linear character of the scalar transport equation, the computed statistics and spectra
of the scalar field are found to be significantly affected by the spectral-properties of inter-
polation schemes. Although the results show an improved spectral-resolution and greater
spatial-accuracy for the high-order operator in the analysis of basic scalar transport prob-
lems, the low-order central scheme is found superior for high-fidelity simulations of turbu-
lent scalar transport.

� 2008 Elsevier Inc. All rights reserved.
1. Introduction

In the development of numerical techniques for computational fluid dynamics, the finite-volume method has been
mainly adopted in the analysis of practical flows because of the low effort required to derive robust numerical schemes
for complex geometries. On the other hand, direct numerical simulations (DNS) and large-eddy simulations (LES) of turbu-
lence have been historically based on spectral and finite difference methods [1], which provide outstanding accuracy and
computational efficiency in regular domains. However, the last decade has shown a growing interest toward the finite-vol-
ume method for the numerical simulation of turbulence outside the context of Reynolds averaged Navier–Stokes (RANS)
computations. This interest has been mainly driven by large-eddy simulations of turbulent flows in complex geometries,
leading to a strong research effort in the development of suitable numerical schemes [2–4]. The increasing availability of
computational resources and the recent improvements of numerical methods have made it feasible to perform LES compu-
tations in complex industrial geometries at moderate Reynolds numbers [5].

The main advantage of the finite-volume method is the conservative form of the governing equations being solved, which
leads to good conservation properties of primitive flow variables for the resulting numerical scheme. Although this property
. All rights reserved.
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is of primary importance, the work of Mahesh et al. [4] showed that second-order statistical moments, like the kinetic en-
ergy, must be conserved as well in order to obtain reliable finite-volume schemes for high-fidelity simulations of turbulence.
The analysis of Felten and Lund [6] has recently shown that for co-located schemes the main sources of error in second-order
conservation for co-located schemes are due to the momentum interpolation practice, originally introduced by Rhie and
Chow [7], and convection interpolation operators. The same authors carried out numerical experiments of a turbulent chan-
nel flow using LES showing that such numerical errors are not a serious issue when reasonable fine grids and small time
steps are required. Further successful analysis of co-located finite-volume schemes can be found in Benhamadouche et al.
[8] and in the work of Silva Lopes and Palma [9], where the influence of a non-orthogonal grid system has also been
investigated.

In spite of the great research effort toward the momentum equation and the pressure–velocity coupling, less attention has
been dedicated to direct and large-eddy simulations of scalar transport in complex geometries. However, it must be noted that
physical bounds to computed scalar values, like species concentration or temperature, and the absence of the continuity con-
straint yield greater difficulties from the viewpoint of numerical stability [10,11]. Examples of direct numerical simulations of
turbulent scalar transport using finite-volume schemes can be found in Piller and Nobile [12], Piller et al. [13] and Stalio and
Nobile [14], but the computations were limited to structured grids. In order to approach high-fidelity simulations of scalar
transport in complex geometries, an unstructured finite-volume scheme for arbitrary grids is presented and investigated
in this paper. In the case of the scalar transport equation, provided that mass fluxes satisfy the continuity constraint, the most
critical numerical issue reduces to the construction of reliable convection interpolation operators. Although central interpo-
lations have been established as reliable operators for accurate predictions of turbulent flows, the basic symmetric form of
central schemes leads to second-order accuracy only for orthogonal meshes with constant spacing, being first-order accurate
when the mesh is characterized by a displacement between the face center and the midpoint of the line connecting the cell-
centroids [3]. While this limitation is less restrictive in the case of free-shear flows (e.g. wakes and jets), the numerical sim-
ulation of wall-bounded turbulence can be largely affected by the basic low-order central interpolation. Therefore, the present
work is focused to a first comparative study of the symmetric central scheme and a high-order central interpolation designed
to provide second-order accuracy irrespectively of the underlying grid. Note that advection schemes for scalar transport have
been also evaluated by Châtelain et al. [15] in the framework of LES. However, the basic central symmetric operator and high-
order correction terms suitable to arbitrary grids have not been considered in the analysis.

The numerical scheme is based on a cell-centered second-order accurate finite-volume method. Time advancement is
performed by a fully implicit second-order accurate three-level scheme, while the spatial discretization of diffusive terms
is based on a second-order central difference method, which also accounts for cross-diffusion corrections in regions where
the grid is not orthogonal. The scalar variable at cell faces is obtained employing the standard low-order central scheme and
the high-resolution central scheme originally introduced in the work of Batten et al. [16] for the unstructured elements
method. The deferred-correction technique [17] is finally adopted to improve the stability of advection schemes. An initial
evaluation of accuracy and spectral properties of interpolation operators is carried out by solving the scalar transport equa-
tion over a two-dimensional domain where the flow field is assumed to be known a priori. A direct numerical simulation of
turbulent scalar transport in a flat channel is finally performed in order to validate the present code and to further compare
the convection interpolation operators against available datasets established by a spectral method.

The paper is organized as follows. In Section 2 the numerical technique employed to solve the scalar transport equation is
introduced along with a detailed analysis of adopted interpolation operators. The basic numerical experiments performed to
investigate the overall accuracy of the numerical method and the basic properties of the low and high-order central inter-
polation are presented in Section 3, while the direct numerical simulation of turbulent scalar transport in the flat channel is
presented in Section 4. Concluding remarks are finally summarized in Section 5.

2. Numerical technique

The transport equation for a generic scalar variable can be written in the following form:
o/
ot
þ o

oxj
ðuj/Þ ¼ C

o2/
oxjoxj

þ P/ � D/; ð1Þ
where the scalar rate of change and the advective transport performed by the flow field are placed on the left-hand side and a
molecular transport based on a constant diffusivity coefficient C is assumed on the right-hand side. The last two terms finally
account for processes of scalar production and dissipation. Eq. (1) can be integrated over a control volume leading to the
integral form of the scalar transport equation
Z

V

o/
ot

dV þ
Z

S
ðuj/ÞnjdS ¼

Z
S
C

o/
oxj

njdSþ
Z

V
ðP/ � D/ÞdV ; ð2Þ
where nj is the surface normal unit vector pointing outward from the control volume and the Green–Gauss formula is used to
obtain the surface integral form of transport terms.

The numerical method employed to solve the scalar transport equation (2) is based on a second order-accurate finite-vol-
ume scheme. In order to employ the code to predict the turbulent scalar transport in complex geometries, an unstructured



Fig. 1. Grid connectivity and geometrical definitions.
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grid connectivity is adopted and scalar fluxes are reconstructed using the face-based data structure shown in Fig. 1, where c0

and c1 denote the cell-centroids sharing the same face of the computational grid and f is the face centroid. Note that the same
definitions apply also to quadrilateral and hexahedral cells employed in the computations. The scalar variable is located at
the cell centroid and both surface and volume integrals are numerically estimated using the midpoint rule, leading to formal
second-order accuracy in space. Time advancement is performed by a second-order accurate three-level scheme [18] where
both the diffusive and advective terms are treated implicitly in order to avoid the more stringent restriction of the compu-
tational time step which follows by adopting semi-implicit schemes [19]. The resulting semi-discrete scalar transport equa-
tion reads as follows:
3/nþ1 � 4/n þ /n�1

2Dt
DV þ

X
f

unþ1
j /nþ1

f Aj ¼
X

f

C
o/nþ1

oxj

�����
f

Ai þ S/DV ; ð3Þ
where Dt and DV are the time-step size and the cell volume respectively, Aj is the face area vector and unþ1
j is the face velocity

available from the solution of the momentum equation, which must satisfy the continuity constraint. It is stressed that the
summations in Eq. (3) require the estimation of the scalar fluxes at the face centroid over all faces of the control volume in
order to keep second-order accuracy, while the volume integrals involved in the first and the last terms of the semi-discrete
transport equation implicitly satisfy the midpoint rule since the scalar variable is located at cell-centroids.

2.1. Convection interpolation operators

The interpolation operators employed to evaluate the scalar variable at cell faces /f are based on the following high-res-
olution central scheme originally introduced in the work of Batten et al. [16]
/f ¼
1
2
ð/0 þ /1Þ þ

1
2

o/
oxi

����
0
R0i þ

o/
oxi

����
1
R1i

� �
; ð4Þ
where Rki is the displacement vector between the center of the generic neighboring cell ck and the face centroid, as shown in
Fig. 2. As it can be noted from Eq. (4), the interpolation scheme is obtained from the sum of two basic terms. The first one is
given by a symmetric averaging of scalar values from neighboring cells, leading to a low-order central interpolation (LO-CD)
which is formally first-order accurate over arbitrary grids. Nonetheless, several researchers [2,4–6] have shown that the LO-
CD scheme is able to conserve second-order moments and it has been successfully employed for the solution of the Navier-
Stokes equations in complex geometries using LES. The high-order central interpolation (HO-CD) is obtained by adding to the
LO-CD scheme the correction operator on the right-hand side of Eq. (4), based on cell-centered scalar gradients in neighbor-
ing cells c0 and c1, leading to a formally second-order accurate interpolation irrespectively of the underlying computational
grid. In the present code cell-centered scalar gradients are evaluated through the Green–Gauss formula
o/
oxi
�
X

f

/f Ai; ð5Þ
where the scalar value at the face centroid is evaluated using the standard symmetric central scheme irrespectively of the
grid geometry. Note that although more elaborate gradient approximations (like node-based or least-squares methods) can
be adopted, the resulting effect on the high-order central interpolation has not been considered in the present work.



Fig. 2. Geometrical definitions for convection interpolation operators.
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A similar expression to the central scheme (4) has been introduced by Felten and Lund [6] to study the effect of high-order
corrections to the LO-CD scheme for the solution of the momentum equation. However, the correction term was limited to a
weighting factor based on the mutual distance between the center of the neighboring cells and the face centroid. Therefore,
the interpolation accounted for non-uniform mesh spacing only. Kim and Choi [3] have shown that a distance-weighted
operator is not able to give second-order accuracy over unstructured meshes. They were successful to achieve second-order
accuracy by adopting a correction term based on the scalar gradient at the cell-face. The face-based gradient was estimated
using the interpolated values at the nodes of the face, but this technique is limited to two-dimensional computations. There-
fore, in the present code the correction term employed in the central interpolation operator is introduced on a cell-centered
basis in order to allow the extension to three-dimensional models without further effort.

The basic properties of the low and high-order central operators can be investigated by considering the uniformly-spaced
one-dimensional grid shown in Fig. 3. Although the numerical experiments are directly extended to higher dimensions, the
analysis will be helpful to examine the results presented in Sections 3 and 4. Let j denote the position of the cell centroid. If
the cell face is located at jþ 1

2, Taylor expansion analysis gives the following expression of truncation error for the low and
the high-order scheme, respectively
/LO�CD
jþ1

2
¼
ð/jþ1 þ /jÞ
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where Dx is the cell size. Note that the Green–Gauss scheme (5) reduces in this case to the standard central-difference
operator
o/
ox

����
j

¼
/jþ1 � /j�1

2Dx
� 1

6
o3/
ox3

�����
j

Dx2 þ OðDx3Þ: ð8Þ
Eqs. (6) and (7) show that the magnitude of truncation errors over regular grids is similar for the low and high-order inter-
polation operators. However, for the HO-CD scheme the error is given by the sum of scalar gradients at both sides of cell
faces, the odd terms having an opposite sign.

In the framework of direct and large-eddy simulations of scalar transport, an additional crucial characteristic of interpo-
lation operators is the so-called spectral-resolution, i.e. the ability of the scheme to resolve wave-like motions of several
lengthscales. The spectral resolution for a given scheme can be investigated through the Fourier analysis of the numerical
error. If the scalar variable is assumed periodic over the numerical stencil ½�L=2; L=2� composed of N discrete volumes of size
Dx ¼ L=N, the Fourier expansion of /ðxÞ is given by
Fig. 3. Sketch of one-dimensional finite-volume grid: ð�Þ cell-centroid location, ð�Þ cell-face location.



Fig. 4.
H ¼ 1.
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/ ¼
XN=2

k¼0

/̂keiaxþ ; ð9Þ
while the first derivative is
o/
oxþ
¼
XN=2

k¼0

ia/̂keiaxþ ; ð10Þ
where a ¼ 2pkDx=L and xþ ¼ x=Dx denote a scaled wavenumber and a scaled coordinate, respectively. Introducing the
expansion (9) into a generic interpolation operator gives
/ ¼
XN=2

k¼0

/̂�keiaxþ ; ð11Þ
where /̂�k are the modified Fourier coefficients given by the numerical approximation. The spectral-resolution of the inter-
polation scheme is thus evaluated through the following transfer function
HðaÞ ¼ /̂�k
/̂k

: ð12Þ
For the one-dimensional form of low and high-order interpolation operators (6) and (7) the transfer functions are
HLO�CD ¼ cos
1
2
a

� �
; ð13Þ

HHO�CD ¼
5
4

cos
1
2
a

� �
� 1

4
cos

3
2
a

� �
: ð14Þ
The profiles of transfer functions (13) and (14) versus the wavenumber in Fig. 4 shows an improved spectral-resolution for
the HO-CD operator compared to the LO-CD scheme. A final insight on spectral properties of discretization schemes is given
by the modified wavenumber analysis, which highlights the dissipative or dispersive effect of truncation errors over the Fou-
rier modes. In the analysis of interpolation operators, the modified wavenumber is obtained by estimating the first derivative
of the scalar variable through interpolated face values (Ham, personal communication) as follows
o/
ox

����
j

�
/jþ1

2
� /j�1

2

Dx
: ð15Þ
Using again the expansion (9) to evaluate the interpolated face values and then substituting in Eq. (15) yields for the generic
interpolation scheme
o/
oxþ
¼
XN=2

k¼0

ia�/̂keiaxþ ; ð16Þ
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Transfer function of convection interpolation operators: (—) LO-CD operator, (–––) HO-CD operator; the thick solid line shows the ideal profile
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which gives the definition of the modified wavenumber a�. For the low and high-order interpolation operators (6) and (7) the
expression of the modified wavenumber is
Fig. 5.
thick so
a�LO�CD ¼ sinðaÞ; ð17Þ

a�HO�CD ¼
3
2

sinðaÞ � 1
4

sinð2aÞ: ð18Þ
Eqs. (17) and (18) show that for both interpolation operators the modified wavenumber is imaginary, leading to a dissipa-
tion-free discretization over regular grids. However, note that this is not the case of the HO-CD scheme when employed over
arbitray grids, owing to the high-order correction term in Eq. (4) which may lead to asymmetric interpolations. The amount
of numerical dispersion given by the two central interpolation operators is examined in Fig. 5, where the modified wave-
numbers (17) and (18) are presented along with the profile for a compact fourth-order scheme. As expected, numerical dis-
persion is minimized by the HO-CD scheme, which is close to the reference compact scheme in the range 0; p2

� �
. It is also

worth noting that within the same interval the modified wavenumber for the high-order scheme falls slightly above the ex-
act profile, indicating a faster numerical phase speed compared to the real phase speed. Note that a similar result has been
also reported by Li [20] in the analysis of upwind-biased schemes.

2.1.1. Slope-limiter technique
The adoption of central schemes for advection discretization leads to severe stability limits owing to the dispersive nature

of the numerical error. In order to improve the robustness of the present code, both central interpolation operators are intro-
duced in the discrete scalar transport equation with the help of the deferred-correction technique of Koshla and Rubin [17],
which has proven to notably relax the stability limit associated with central discretization schemes. However, when the
high-order correction term is employed in the interpolation operator (4) another source of numerical instability may rise
in the form of unbounded reconstructed face values. Therefore, the slope-limiter technique, originally introduced in the work
of Van Leer [21] on hyperbolic conservation laws, is adopted when the high-order central scheme is employed in direct
numerical simulation of scalar transport.

The HO-CD operator (4) is obtained through the linear reconstruction at both sides of cell faces given by
/ðx; yÞ ¼ /ðx0; y0Þ þ
o/
oxi

����
0
Ri; ð19Þ
where Ri is the displacement vector between the cell centroid c0 and any point within the cell volume. In the framework of
unstructured finite-volume schemes, the work of Barth and Jespersen [22] has shown that stable reconstructions of face val-
ues of the type (19) are obtained by limiting the magnitude of the gradient as follows:
o/
oxi

����
0;L
¼ a

o/
oxi

����
0
; ð20Þ
where L denotes the limited gradient and a is the so-called slope-limiter. The slope limiter is defined in such a way that
reconstructed values at cell faces do not exceed the extrema of suitable neighboring values. Using different definitions for
the local extrema, it is possible to develop different types of limiters. The limiter introduced by Barth & Jespersen is adopted
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Modified wavenumber of convection interpolation operators: (—) LO-CD operator, (–––) HO-CD operator, (– �–) 4th order compact operator; the
lid line shows the ideal profile a� ¼ a.
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in the present code, which is defined by setting the local extrema as /max ¼maxð/nb;/0Þ and /min ¼minð/nb;/0Þ, where /nb

denotes the scalar value at all neighboring centroids of the cell c0. For each cell face the limiter is then computed as follows:
af ¼

min 1; /max�/0
/f�/0

� �
if ð/f � /0Þ > 0;

min 1; /min�/0
/f�/0

� �
if ð/f � /0Þ < 0;

1 otherwise;

8>>><
>>>:

ð21Þ
where /f is the reconstructed value at the face centroid employing the unlimited gradient. The limited gradient is finally
found by setting a ¼minðaf Þ.

2.2. Diffusive flux reconstruction

The diffusive flux at the right-hand side of Eq. (3) is evaluated as follows:
C
o/
oxj

Aj ¼ C
/1 � /0

Ds
AjAj

Aisi
� Ds; ð22Þ
where Ds is the distance between the neighboring cell centroids and si is the distance unit vector directed from the cell c0 to
the cell c1. Note that for sake of brevity the time-level has been dropped here. The first term in Eq. (22) represents the dif-
fusive flux along the line connecting the cell-centroids, also called primary diffusion. A correction term for the secondary or
cross diffusion Ds is then introduced to account for the departure from grid orthogonality (i.e. whenever Ai and si are not
aligned). In the case of unstructured grids, early attempts in the evaluation of secondary diffusion were based on the recon-
struction of the scalar gradient at the cell face using interpolated node values [3,23,24]. While easy to implement in two-
dimensions, the extension of this type of scheme to three-dimensional models is not straightforward. Therefore, in the pres-
ent solver secondary diffusion is estimated on a cell-centered basis following the method proposed by Mathur and Murthy
[25]
Ds ¼ C
o/
oxj

Aj �
o/
oxj

sj
AiAi

Aisi

	 

; ð23Þ
where the overbar denotes the arithmetic average of cell-centered values from neighboring cells. Eq. (23) shows that in this
method the face scalar gradient is obtained from the average value of cell-centered gradients reconstructed from the current
available solution. Using this approximation, the secondary diffusion is then evaluated at the cell-face as the difference be-
tween the diffusive flux in the face normal direction and the flux along the line connecting the cell centroids.

3. Numerical experiments

The present numerical technique is initially evaluated through the analysis of basic scalar transport problems. In the fol-
lowing numerical experiments the two-dimensional scalar transport equation is solved over a rectangular domain where the
flow field is assumed to be known a priori. The basic properties of the LO-CD and HO-CD operators are in first place examined
using a regular quadrilateral grid. A further comparative study is then performed over a triangular grid which is obtained by
splitting each quadrilateral cell into eight right-angled triangles, as shown in Fig. 6. Using this particular grid topology, pre-
viously adopted in the work of Kim and Choi [3] and Hubbard [26], it is possible to keep an approximately constant displace-
ment between the face centroid and the midpoint of the line connecting the center of neighboring cells (see Fig. 2). Therefore,
Fig. 6. Computational grids for basic numerical experiments: (a) regular quadrilateral; (b) right-angled triangular.
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it is adopted in the numerical experiments to mimic and investigate the effect of arbitrary grids on the accuracy of convec-
tion interpolation operators.

3.1. Scalar transport in Taylor–Green vortex flow

The accuracy of the low and high-order central interpolation schemes is evaluated by computing the passive scalar trans-
port in a Taylor–Green vortex flow. The analytical solution of flow governing equations is given by
Fig. 7.
CD ope

Fig. 8.
unlimit
u ¼ � cosðxÞ sinðyÞe� 2
Pet ; ð24Þ

v ¼ cosðyÞ sinðxÞe� 2
Pet ; ð25Þ

/ ¼ � cosðxÞ sinðyÞe� 2
Pet ; ð26Þ
where the same momentum and scalar diffusivity is assumed and Pe ¼ uL=C is the flow Péclet number. The computational
domain is ½0;2p� � ½0;2p� and periodic conditions are applied at the boundaries. The exact mass flow rate at cell faces given
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Convergence history of error rms for the scalar transport in a Taylor–Green vortex flow at Pe ¼ 10: (a) quadrilateral grid; (b) triangular grid; (—) LO-
rator, (–––) HO-CD operator; thick solid lines show ideal 1st and 2nd order slope.
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by Eqs. (24) and (25) is employed in the discrete scalar transport equation, which is integrated in time starting from the ini-
tial condition obtained by setting t ¼ 0 in Eq. (26). The grid refinement study is performed for a mesh spacing Ds=L ranging
from 0.25 to 0.03125, where Ds is the average distance between cell-centroids and L denotes the domain half-width.

The convergence history of the root mean square of the error between the numerical solution and the exact solution (26)
is shown in Figs.7(a) and (b) for the quadrilateral and triangular grid, respectively. As expected, both interpolation operators
achieve second-order accuracy over regular quadrilateral grids, while the high-order correction term gives a significant
improvement on the absolute error for the triangular grid. However, the accuracy of the LO-CD scheme is found reduced to-
ward a first-order slope only for the largest grid-size adopted in the computations, while a second-order slope is approached
for asymptotically refined grids. It is interesting to note that this result is in contrast with the findings of Kim and Choi [3] for
the same type of problem, where the momentum equation has been found affected by the right-angled topology of the grid
when a larger number of cells were adopted.

3.2. Scalar advection

The circular advection of a scalar profile is considered in this experiment to investigate the spectral-characteristics of
interpolation schemes. The initial scalar profile is given by
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.2

0.4
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1

Fig. 9. Contours of the forcing function (32) in the streamwise-oriented plane x=L ¼ 0:5: (—) positive values, (–––) negative values.

Table 1
Computational setup.

Grid L H W Size Dxþ Dyþ Dzþ

Coarse 4ph 2h 2ph 96� 64� 80 24 0.07–13.5 14
Fine 4ph 2h 2ph 192� 128� 160 12 0.07–5 7

10 10 100 101 102 103
0
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10
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20

25

Fig. 10. Profiles of mean streamwise velocity: (–––) coarse grid, (—) fine grid, ð�Þ Kim et al. [31]; the thin solid line shows the law of the wall.
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/ ¼ cos2ð2prÞ if r 6 0:25;
0 otherwise;

(
ð27Þ
where r2 ¼ ðxþ 0:5Þ2 þ y2. The computational domain is ½�1;1� � ½�1;1� and a null scalar value is assigned at the boundaries.
The profile is advected by the velocity field uj 	 ð�2py;2pxÞ and it should return unchanged to its original position after a
complete revolution. Note that both the unlimited and the limited high-order scheme are employed to examine the inter-
action between the adopted slope-limiter technique and the spectral properties of interpolation operators. A fixed grid spac-
ing Ds=L of 0.03125 is employed in the computations, where L denotes again the domain half-width.

The computed scalar profiles after one rotation are shown in Fig. 8. The results obtained for the regular quadrilateral grid
are consistent with the Fourier analysis presented in Section 2. The unlimited HO-CD operator gives a significant reduction of
numerical dispersion compared to the LO-CD scheme, which is characterized by severe oscillations in the upwind region of
the predicted profile. It is also worth noting that wiggles travel faster in the case of the high-order operator, in agreement
with the faster numerical phase speed highlighted by the modified wavenumber profile in Fig. 5. On the contrary, the profile
given by the LO-CD schemes is shifted toward higher y=L due to the lower numerical phase speed compared to the exact
profile, as shown in Fig. 5. The slope-limiter technique is found able to avoid the undershoot at the downwind side of the
profile given by the unlimited high-order scheme. However, it is also characterized by high-frequency modes indicating a
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Fig. 11. Profiles of root mean square of velocity fluctuations: (–––) coarse grid, (—) fine grid, ð�Þ Kim et al. [31].
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stronger dispersive character resulting from the action of the slope-limiter. The profile peak is finally found clearly improved
by the unlimited and limited HO-CD operator compared to the LO-CD scheme. A significant improvement is also obtained
over the triangular grid when the unlimited high-order scheme is employed, while the limited operator gives a similar pre-
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Fig. 13. Individual contributions to the turbulent kinetic energy balance in wall units: ðPkÞ production, ðTkÞ turbulent mixing, ðPkÞ pressure diffusion, ðDkÞ
viscous diffusion, ð�kÞ dissipation; (–––) coarse grid, (—) fine grid, ð�Þ Kim et al. [31].
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diction of the maximum value compared to the low-order interpolation. However, both high-resolution schemes show re-
duced dispersion characteristics at the upwind side of the profile.

4. Direct numerical simulations

In this section the scalar transport in a turbulent flow within a flat channel is investigated using direct numerical simu-
lations. The analysis is performed to validate the code against the database of Kasagi et al. [27], which has been established
through an accurate pseudo-spectral technique [28]. Furthermore, it provides a more challenging test case for the compar-
ative study of convection interpolation operators. An incompressible Newtonian fluid with constant properties is assumed in
the computations. The flow governing equations thus read as follows:
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where Eqs. (28) and (29) are the Navier–Stokes equations, Eq. (30) is the scalar transport equation and D denotes the scalar
diffusivity. The scalar transport is approximated as a passive mechanism, thus the momentum and the scalar transport equa-
tions are decoupled and they can be solved in a segregated manner. The flow governing Eqs. (28) and (29) are solved with the
help of the finite-volume code FLUENT. The pressure–velocity coupling is performed by the Fractional Step method [29] and
the LO-CD operator is adopted for the discretization of advective terms. Note that a comparative study of the LO-CD operator,
a distance-weighted central interpolation and a third-order upwind biased scheme for the momentum equation has been
recently presented in the framework of finite-volume schemes by Felten and Lund [6] using LES for a similar flow and grid
configuration, showing that the low-order scheme gives reliable predictions of the velocity field. Therefore, the same type of
analysis has not been considered here. Once the velocity field is obtained, the available mass flow rates are employed to eval-
uate the advective transport term of the scalar Eq. (30). Note that the FLUENT code is based on the co-located arrangement of
pressure and velocity. Therefore, the mass flow rates are corrected using the momentum interpolation technique of Rhie and
Chow [7] in order to satisfy the continuity constraint.

The channel is composed of two flat plates and the flow is assumed fully developed and driven by a constant pressure
gradient. The streamwise (x-wise) and spanwise (z-wise) directions are both homogeneous and therefore periodic boundary
conditions are applied. The passive scalar is uniformly generated within the fluid by the source term at right-hand side of Eq.
(30) and then removed at the walls, where a constant scalar value is specified. The flow Reynolds number is Res ¼ 180, based
on the channel half-width h and the friction velocity us, while the adopted fluid Schmidt number Sc ¼ m=D is 0.7. An orthog-
onal finite-volume grid consisting of hexahedral cells is employed in the analysis. Uniform grid spacing is adopted along both
the streamwise and spanwise directions, while the grid is hyperbolically stretched toward the solid surfaces. The extent of
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the computational domain and the grid resolution normalized by wall units are reported in Table 1. It is worth noting that
the finest grid resolution is of the same order of the reference dataset [27].

The initial flow conditions are defined as follows:
Fig. 17
spanwi
uðx; y; z; 0Þ ¼ uL;

vðx; y; z;0Þ ¼ F;

wðx; y; z; 0Þ ¼ 0;
ð31Þ
where uL is a laminar velocity profile for fully developed conditions at the same flow Reynolds number. In order to promote
the transition to fully developed turbulence, a spatially decaying disturbance [30] centred at the channel center
ðxloc ¼ L=2; yloc ¼ H=2Þ is then introduced on the vertical velocity component
F ¼ C exp½�ððx� xlocÞ=xscaleÞ2� exp½�ððy� ylocÞ=yscaleÞ
2�gðzÞ; ð32Þ
where the constant C controls the strength of the disturbance and xscale; yscale give the spatial extent. The spanwise frequency
of the forcing is controlled by gðzÞ ¼ cosðbzÞ. A value of b ¼ 4 is employed in the present computations, which gives the con-
tours of the forcing function shown in Fig. 9. The initial condition for the scalar field is finally obtained by setting
/ðx; y; z; 0Þ ¼ Scjuj: ð33Þ
The time-integration of governing equations is started with the largest admissible time step size for numerical stability until
an approximate statistically steady-state is reached. At this point, the time step size is reduced to 3:7� 10�4Dtus=h and sta-
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tistical samples are collected over a period of approximately 25 viscous time units. Spatial averaging is also performed along
the homogeneous directions in order to improve the convergence of time-averaged statistics.

In order to establish if reliable mass fluxes are provided to the scalar transport equation, the flow field results are com-
pared to the numerical dataset of Kim et al. [31]. Note that the finest grid resolution reported in Table 1 is also in this case of
the same order of the reference dataset. Mean velocity profiles are compared in Fig. 10. The agreement with the spectral code
and the law of the wall for the finest grid is excellent in the viscous sublayer ðyþ 6 5Þ and in the buffer layer ð5 6 yþ 6 30Þ,
while in the logarithmic and outer regions ðyþ P 30Þ the present profile falls slightly above the reference data. It is also inter-
esting to note that in the log-region the coarse grid gives a reliable prediction of the profile slope, but significantly exceeds
the constant term in the law of the wall. The root mean square of velocity fluctuations is presented in Fig. 11. As expected,
each of the three velocity components significantly benefits from the grid refinement. The improvement is largely felt by the
streamwise and spanwise velocity in the log-region and in the outer layer, while the vertical component is also strongly af-
fected within the buffer layer. However, while most streamwise fluctuations are well-captured throughout the channel, both
the vertical and spanwise components are slightly understimated between the wall and the buffer layer (yþ < 30) even when
the finest grid is employed. The analysis of Reynolds stress profiles in Fig. 12 suggests that the overpredicted constant term
of the mean velocity profile in the range yþ P 30 is determined by the slightly understimated stress level in the same region.
This is also confirmed by the coarse grid profile, which significantly falls below the reference dataset. Both profiles show a
good agreement for yþ > 60 while the buffer layer is strongly influenced by the grid resolution. The turbulent kinetic energy
balance is finally evaluated in Fig. 13 to establish if the individual contributions are properly predicted by the numerical
technique. The computed profiles give an overall good agreement with the spectral dataset, since both the magnitude
and locations of local maxima are correctly reproduced when the finest grid resolution is employed. The comparative anal-
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ysis with the results obtained with the coarse grid highlights noticeable changes in turbulent mixing, viscous diffusion and
dissipation profiles while the production term and the pressure diffusion are found substantially unaffected by the grid
resolution.

The computed statistics for the flow field show that reliable predictions of both the mean field and second-order mo-
ments is obtained by the solution of the flow governing Eqs. (28), (29) using the FLUENT code. Therefore, available mass flow
rates at cell faces are employed in the present code to solve the scalar transport Eq. (30) using the LO-CD and the limited HO-
CD operators. Note that a limited second-order upwind scheme (SOU) is further adopted in the analysis as a reference up-
wind-biased interpolation. A picture of the instantaneous scalar field is presented in Fig. 14. As it can be noted, none of the
contours plot show evidence of numerical wiggles, thus indicating that deferred-correction and slope-limiter techniques
lead to stable solutions also when central interpolations operators are employed for the scalar transport equation. However,
while the structure of the scalar field is found fairly similar close to the wall, the contour levels in the channel core highlight
a broader range of lengthscales predicted by the LO-CD and HO-CD schemes compared to the SOU operator.

Mean scalar profiles are shown in Fig. 15. Unexpectedly, the HO-CD and SOU operators yield the same overpredicted pro-
file slope in the log-region, which is clearly in poor agreement with both the spectral dataset and the empirical formula of
Kader [32]. Although a slight improvement is given by the high-resolution scheme over the upwind-biased interpolation on
the coarse mesh, it is clear that only the LO-CD scheme is able to give a reliable prediction of the profile slope for both grids.

In spite of the similar results obtained for the mean field, the profiles of scalar variance in Fig. 16 clearly show a different
interaction of interpolation operators with turbulent fluctuations. Up to the buffer layer ðyþ 6 30Þ the profile predicted by
the high-order central scheme overlaps the profile given by the low-order central operator. In the same range the SOU
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scheme yields a significant reduction of scalar fluctuations on the coarse grid, indicating a stronger dissipative character for
the upwind-biased interpolation. This is also confirmed by the results for the fine grid, where the maximum value given by
the SOU operator is clearly underestimated compared to both central schemes. In the log-region and in the outer layer
ðyþ P 30Þ the scalar variance is largely overpredicted by the HO-CD scheme. It is worth noting that the same result has been
reported by Châtelain et al. [15] for a fourth-order central scheme accounting for the mesh stretching. However, in the pres-
ent computations a similar scenario is also found in the case of the upwind-biased operator. On the contrary, the low-order
central scheme gives a good agreement with the spectral dataset within the whole channel height.

In order to give further insight on spectral-characteristics of adopted interpolation operators, one-dimensional spectra of
scalar fluctuations are presented in Fig. 17. The computed spectrum within the viscous sublayer ðyþ � 5Þ in Fig. 17(a) and (c)
shows a reduced energy-content over the upper-half range of wavenumbers along both the streamwise and spanwise direc-
tions for the SOU operator, which is clearly associated with the dissipative nature of the numerical error. On the contrary the
computed spectrum of central interpolation operators compares fairly well in the spanwise direction, while the high-reso-
lution scheme gives rise to a pile-up of energy-content in the streamwise spectrum at the highest wavenumbers. Although
this scenario is in contrast with the improved spectral resolution of the HO-CD operator resulting from the Fourier analysis
presented in Section 2, the energy pile-up suggests a stronger dispersive nature of the numerical error associated with asym-
metric interpolations given by the high-resolution scheme when employed over arbitrary grids. A similar picture is found for
the spanwise spectrum in the outer layer (yþ � 149) shown in Fig. 17(d), where in the dissipative wavenumber range the
high-order central and the upwind-biased scheme yield a reduced and stronger energy-content, respectively. However, in
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this case the high-order scheme is also characterized by a flat tail in the energy spectrum which is not found in the viscous
sublayer. From the analysis of the streamwise spectrum in Fig. 17(b) it can be noted that the same effect is present in the
high-order central and upwind-biased profiles. It is finally interesting to note that in the outer layer the HO-CD and SOU
operators yield the same overpredicted energy-content compared to the LO-CD spectrum in the first-half of the wavenum-
bers range.

The significant changes in computed one-dimensional spectra for the HO-CD scheme within the viscous and the outer
layer can be partly explained through the analysis of the instantaneous scalar field and the associated slope-limiter magni-
tude in Fig. 18. The structure of the scalar field in the viscous sublayer shown in Fig. 18(a) is characterized by streamwise-
elongated patches having a nearly constant scalar value. Therefore, the action of the slope-limiter is confined to the edges of
these structures and fully-limiting conditions are limited to a small amount of cells. However, in the outer-layer fully devel-
oped turbulent structures depicted in Fig. 18(c) give rise to sharp gradients in the scalar field and the action of the slope-
limiter in Fig. 18(d) is found to be clearly stronger. It can then be concluded that the tail of the one-dimensional spectrum
for the HO-CD operator in Fig. 17(b) is affected by the interaction of the adopted slope-limiter technique and the dissipative
range of turbulent length-scales. Moreover, note that Ikeda & Durbin [33] have also reported a significant effect on high-
wavenumber modes when mesh stretching is accounted for by interpolation operators.

The profiles of turbulent scalar fluxes are finally examined in Figs. 19 and 20. Although the streamwise component is
found clearly underpredicted by each intepolation operator when the fine grid is employed, both the low and high-order cen-
tral schemes yield a slight improvement of computed profiles in the range 0 6 yþ 6 30. The predicted maximum value of the
vertical component in Fig. 20 is found to be closer to the spectral dataset and apparently independent from adopted inter-
polation schemes, but the turbulent flux is found to be underpredicted by the HO-CD and the SOU operators in the range
50 6 yþ 6 180.

5. Conclusions

An unstructured finite-volume scheme for high-fidelity simulations of scalar transport in complex geometries has been
presented and investigated. The analysis has been focused to a preliminary study aimed at establishing a suitable interpo-
lation operator for the advective term of the scalar transport equation over arbitrary grids. In this framework, a symmetric
low-order central scheme and a high-order central operator adopting a correction term based on cell-centered gradients
have been employed and compared for scalar reconstruction at cell faces. In order to improve the numerical stability of
the numerical scheme, both central operators have been introduced implicitly in the resulting discrete scalar transport equa-
tion with the help of the deferred-correction technique.

An initial evaluation of interpolation schemes performed through basic numerical experiments has shown an improved
spatial-accuracy of the high-order operator in the analysis of convection–diffusion problems over arbitrary grids. However,
the accuracy of the low-order operator has been found to be reduced toward a first-order slope only for the largest grid size
adopted in the computations. The analysis of a two-dimensional scalar advection problem has also proved the higher spec-
tral-resolution of the high-order scheme compared to the standard symmetric operator, in agreement with the transfer func-
tion and modified wavenumber profiles predicted by the Fourier analysis of truncation errors.

A direct numerical simulation of turbulent scalar transport in a channel flow has been then performed in order to provide
a further comparative study of convective interpolation operators and to validate the numerical technique against a spectral
dataset. In spite of the linear character of the scalar transport equation, the results have been found significantly affected by
the spectral-properties of adopted interpolation schemes. The analysis of one-dimensional spectra of scalar fluctuations re-
vealed a stronger dispersive character of the high-order interpolation resulting in an evident energy pile-up at the highest
wavenumbers range. Moreover, the energy-content of the scalar spectrum has also been found to be affected by the inter-
action between the dissipative range of turbulent length-scales and the slope-limiter technique adopted in the high-order
scheme to preserve the boundedness of interpolated face values. The resulting slope of the mean scalar profile predicted
by the high-order operator in the log-region has been found to be clearly overpredicted compared to the low-order operator
and the spectral dataset. It is interesting to note that the same overpredicted slope has also been given by a second-order
upwind scheme adopted as a reference upwind-biased operator. Although the analysis of the root mean square of scalar fluc-
tuations suggests that the high-resolution scheme is able to minimize the numerical dissipation given by an asymmetric
interpolation, the present results have shown greater reliability for the standard low-order central operator in the analysis
of scalar transport in the turbulent channel flow.
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